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ABSTRACT
The blossom algorithm computes maximum matchings in graphs

and has been widely applied across diverse domains, including

machine learning, economic analysis, and other essential data an-

alytics applications. As data scales and the demand for real-time

processing intensifies, high-performance computing solutions have

become indispensable. Over the years, substantial research efforts

have been dedicated to improving the sequential blossom algo-

rithm. However, developing an efficient parallel solution remains

highly challenging due to the algorithm’s intricate execution pat-

terns, sequential recursive dependencies, dynamic data structure

modifications, and inefficient path search.

By thoroughly analyzing existing solutions, we have identified

critical issues and proposed a new parallel framework called X-

Blossom. This framework eliminates recursion entirely, enables

efficient searches for multiple disjoint paths, and employs a simple

path table to trace paths, removing the need for dynamic graphs and

trees. These efforts in algorithm development result in significant

performance enhancement. Extensive experiments on real-world

datasets show that X-Blossom outperforms all existing solutions,

achieving up to 992x speedup compared to the fastest sequential

baseline, and an average of 431x speedup over the state-of-the-

art parallel solution using 8 cores. It also demonstrates excellent

scalability, achieving an average speedup of 1.72x when threads

double in scalability tests to 64 cores. To the best of our knowledge,

X-Blossom is the fastest solution for this class of graph algorithms.
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1 INTRODUCTION
As one of the most fundamental problems in graph theory, graph

maximum matching has found a wide spectrum of applications

across numerous domains and emerging technologies. Specifically,
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in machine learning, graph maximum matching is applied to multi-

object tracking [45, 65, 102] and intelligent recommendation sys-

tems [44, 74, 95] to improve data association. Moreover, in econom-

ics, graph maximum matching plays a crucial role by optimizing

the allocation of resources in areas such as online markets [66, 71],

ride-sharing systems [43, 96, 104], supply chain management [94,

103, 113], and financial exchange networks [12, 25, 30, 114]. With

the growing popularity of social media, graph maximum matching

is increasingly used in game user pairing [3, 34] and dating plat-

forms [81, 91]. In healthcare, it significantly contributes to kidney

exchange programs [82] and optimizes emergency systems [31, 69].

A matching in a graph is a set of edges such that no two edges

share a common vertex. The maximum matching, also known as

the maximum-cardinality matching, is a matching that includes

the largest possible number of edges. An example of matching is

shown in Figure 1. Essentially, finding the maximum matching in a

graph can be viewed as the process of pairing as many vertices as

possible, which facilitates optimal resource allocation and efficient

connections, thereby boosting various real-world applications.

(a) A graph (b) A valid matching (c) The maximum matching

Figure 1: (a) is a graph. (b) shows a valid matching (red edges
indicate the matching). (c) is the maximummatching.

Even today, solving the maximum matching for general graphs

is still considered complicated [51, 98] due to the intricate com-

putation process and the high complexity of algorithms. The first

polynomial-time solution for general graphs was proposed in 1965,

known as the blossom algorithm [32, 33], which has also become the

basic and most widely used method. During matching computation,

the blossom algorithm handles odd-length cycles by recursively

modifying the graph structure, with a time complexity of 𝑂 (𝑉 2𝐸),
where 𝑉 is the number of vertices and 𝐸 is the number of edges. In

the following decades, extensive research efforts have focused on

enhancing the efficiency of the sequential blossom algorithm by

optimizing its implementation methods [14, 37–40] or tailoring it

to specific graph structures [41, 48]. However, large-scale graphs

in modern data-intensive applications often contain millions of

vertices and edges [16, 84], turning sequential execution into an

impractical choice for real-time performance. Therefore, developing

an efficient and scalable parallel framework for graph maximum

matching is not only crucial but also imperative.

Unfortunately, parallelizing the computation of graph maximum

matching remains a highly non-trivial task. Existing research ef-

forts [87, 93] to develop parallel blossom algorithms have achieved

limited performance, due to the inherent difficulties of the problem.

The goal of the blossom algorithm is to iteratively find valid paths
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in the graph that can increase the matching size until it reaches its

maximum. Three critical issues arise during parallel processing: (1)

In the blossom algorithm, odd-length cycles in the graph may be

contracted into a single vertex to recursively generate new graphs,

which highlights that its operations are, by nature, sequential. This

is the fundamental obstacle that hinders parallelization and has not

been addressed by any existing parallel work. (2) In each search,

at most one valid path can be found, so the size of the matching

can increase by only one, leading to significant computational over-

head. (3) The algorithm employs graphs and trees as dynamic data

structures that are continuously being modified, causing irregular

memory access patterns and severe data race issues.

These three systematic issues motivate us to propose an efficient

and practical parallel framework that enables large-scale computa-

tion of maximum matching. By carefully examining the recursive

process of odd cycle contracting, we propose a new recursion-free

blossom algorithm that only records the valid path of each node in

the cycle without the need for contraction. Unlike using a stack-

based simulation to achieve a non-recursive implementation, our

approach has fundamentally redefined the algorithm’s logic and

thus eliminates the recursion. Based on this, we further develop a

new parallel framework, called X-Blossom, with an efficient lock-

free synchronization mechanism that enables finding multiple valid

disjoint paths concurrently, allowing the matching size to increase

as much as possible in a single function call. Moreover, instead of

using dynamic trees, we have implemented a path table to store the

valid path for each vertex, removing the overhead of building and

deconstructing trees and minimizing the time required for tracing

paths. Our contributions are summarized as follows.

• We carefully analyze the intricate executions of the blos-

som algorithm, identify several fundamental issues in paral-

lelization, and uncover the essence of blossom contraction.

Developing an efficient parallel solution relies on effectively

addressing these challenges.

• We propose a sequential recursion-free blossom algorithm

that eliminates the recursive process of blossom contraction,

serving as the foundation for massive parallel computation,

along with the mathematical proof of its correctness.

• We further develop a parallel recursion-free blossom algo-

rithm that enables concurrently finding multiple disjoint

paths. It also incorporates an efficient lock-free synchro-

nization mechanism and employs a path table to trace paths,

eliminating the need for dynamic graphs and trees.

• Combining all efforts above, we develop X-Blossom, a mas-

sively parallel computation framework for graph maximum

matching, which has been implemented on multicore pro-

cessors. Extensive experiments show that X-Blossom signifi-

cantly outperforms existing solutions and exhibits excellent

scalability. It achieves up to 992x speedup over the fastest

sequential implementation and surpasses the state-of-the-

art parallel solution with an average of 431x speedup on

real-world datasets by using 8 cores. In the scalability test

to 64 cores, it demonstrates an average speedup of 1.72x

when the number of threads doubles.

The paper is organized as follows. The basic blossom algorithm

is introduced in §2. Then, we identify key issues and insights in §3.

The sequential recursion-free algorithm is presented in §4. Details

of the parallel recursion-free algorithm and its implementation are

in §5. The experimental performance is demonstrated in §6. Finally,

related works are discussed in §7, and we conclude our work in §8.

2 BACKGROUND
2.1 Matching and Augmenting Path
In a graph, a matching (denoted as𝑀) is defined as a set of edges

such that no two edges share a common vertex. The size of the

matching, represented as |𝑀 |, is the number of edges in 𝑀 , also

referred to as its cardinality. The maximum matching is a matching

with the maximum cardinality, which contains the largest possible

number of edges. Edges in𝑀 are called matched edges, while edges

not in𝑀 are unmatched edges. Similarly, a vertex is matched if it

is an endpoint of one edge in𝑀 ; otherwise, it is unmatched.

Figure 2(a) illustrates a graph 𝐺 with a valid matching𝑀1. The

red edges represent the edges in 𝑀1, while the black edges are

unmatched edges. An edge is denoted as (𝑣1, 𝑣2) to represent an

undirected edge between vertex 𝑣1 and 𝑣2. In this figure, 𝑀1 =

{(1, 2), (3, 4)} and |𝑀1 | = 2. Both 0 and 5 are unmatched vertices.

(a) Graph G and a matching M1 (b) An alternating path (c) An augmenting path

(d) Update the matching M1 to a new matching M2 by using the augmenting path

update

Figure 2: Matching, alternating path, and augmenting path
(red edges are matched, black edges are unmatched)

An alternating path is a path in a graph where edges alternate

between unmatched edges and matched edges. A path is denoted

as (𝑣1, 𝑣2, . . . , 𝑣𝑘 ), representing the path from vertex 𝑣1 to 𝑣𝑘 in the

graph. Figure 2(b) shows an alternating path (0, 1, 2), because edge
(0, 1) is unmatched and edge (1, 2) is matched. An augmenting path
is an alternating path that starts and ends at unmatched vertices.

In Figure 2(c), the path (0, 1, 2, 3, 4, 5) is an augmenting path since

all edges alternate between being unmatched and matched, and the

start vertex 0 and end vertex 5 are both unmatched.

Finding augmenting paths is crucial for increasing the size of the

current matching. In an augmenting path, flipping all unmatched

edges to be matched and all matched edges to be unmatched will

generate a new matching with its size increased by one. As shown

in Figure 2(d), an augmenting path for 𝑀1 is (0, 1, 2, 3, 4, 5), and
if the unmatched edges (0, 1), (2, 3) and (4, 5) are changed to be

matched while the matched edges (1, 2) and (3, 4) are flipped to

be unmatched, a new matching 𝑀2 will be formed with the size

increased to 3. According to Berge’s theorem [9], a matching is max-

imum if and only if no augmenting path can be found. Thus, the

main idea of maximum matching algorithms is to find augmenting

paths and update the matching until no valid path exists.



2.2 Finding Augmenting Paths
Now the task of computing maximummatching has been converted

into the search for augmenting paths. Finding augmenting paths

in the graph relies on a pivotal tool called alternating tree, which
provides a structured way to organize the search. An alternating

tree is a tree rooted at an unmatched vertex from the graph and

can expand by adding two edges each time: one unmatched edge

followed by one matched edge. Thus, the path from its root to any

leaf node is an alternating path and always has an even length. The

forest consisting of these alternating trees is the alternating forest.
In Figure 3(a), the unmatched vertices are 0 and 5. Thus, two

alternating trees can be constructed, rooted at 0 and 5, respectively.

Since edge (0, 1) is unmatched and edge (1, 2) is matched, the first

tree expands by adding these two edges after the root 0. Similarly,

the second tree adds the unmatched edge (5, 4) and the matched

edge (4, 3) after its root 5, as shown in Figure 3(b). For a node
1 𝑣

in the alternating tree, if the length of the path from the root to 𝑣

is even, it is classified as an even node; otherwise, it is an odd node.
The root node is an even node since the path length to itself is 0.

expand

expandAlternating Tree 1

Alternating Tree 2

Even Node
Odd Node

Alternating Tree 1

Alternating Tree 2

(c) Alternating path (0,1,2) + (2,3) + alternating path (3,4,5) = augmenting path (0,1,2,3,4,5)

(a) Graph and matching (b) An alternating forest

Figure 3: Finding augmenting paths by alternating trees

An augmenting path can be found if there exists an unmatched

edge connecting two even nodes from different alternating trees. In

an alternating tree, the root is an unmatched vertex, and the path

from the root to an even node alternates between unmatched and

matched edges with even length. Connecting two such paths with

an unmatched edge forms an alternating path whose endpoints are

both unmatched vertices, that is, an augmenting path. For example,

in Figure 3(c), edge (2, 3) is an unmatched edge which links the even

node 2 from the first tree and the even node 3 from the second tree.

The path from the root to node 2 in the first tree is (0, 1, 2). Adding
the unmatched edge (2, 3) to this path results in (0, 1, 2, 3). The path
from the root to node 3 in the second tree is (5, 4, 3). Appending its
reverse to (0, 1, 2, 3) produces the augmenting path (0, 1, 2, 3, 4, 5).

2.3 Blossom Algorithm
Constructing alternating trees is an effective method for search-

ing augmenting paths for bipartite graphs [5, 7, 27, 57]. In general

graphs, the presence of odd-length cycles complicates this approach

[80]. The blossom algorithm [33] addresses this challenge by in-

troducing a mechanism to handle these odd-length cycles through

recursive contraction. For a given graph 𝐺0 and matching 𝑀0, to

find an augmenting path, the main idea is also to build alternating

trees. An augmenting path is identified when an unmatched edge

connects two even nodes from different alternating trees. However,

1
We use node for trees and vertex for graphs to maintain a clear distinction.

if an unmatched edge connects two even nodes within the same
tree, it forms an odd-length alternating cycle, named as a "blossom".

The algorithm then contracts this cycle in 𝐺0 (denoted as blossom

𝐵0) into a single vertex, creating a new graph 𝐺1. If another blos-

som 𝐵1 is found in𝐺1, it will also be contracted, further modifying

𝐺1 into a new graph 𝐺2, continuing this recursive process. Once

an augmenting path 𝑃2 is identified in 𝐺2, the blossom 𝐵1 will be

"lifted", restoring 𝑃2 in𝐺2 to the corresponding augmenting path

𝑃1 in 𝐺1. Similarly, the blossom 𝐵0 will be lifted, transforming 𝑃1
in 𝐺1 into the final augmenting path 𝑃0 in the original graph 𝐺0.

The details are shown in Algorithm 1.

Algorithm 1 The Blossom Algorithm

Input: A graph𝐺
Output: A maximum matching𝑀
1: 𝑀 ← empty set

2: while True do ⊲ continue searching for augmenting paths until none remain

3: 𝑃 ← Find-Augmenting-Path(𝐺 ,𝑀 )

4: if 𝑃 is empty then
5: break ⊲ no augmenting path found, so the matching is maximum

6: else
7: update𝑀 with the augmenting path 𝑃 ⊲ update the matching

8: end if
9: end while
10:

11: procedure Find-Augmenting-Path(𝐺 ,𝑀 ) ⊲ the search procedure

12: 𝐹 ← empty forest

13: 𝑁 ← empty set, 𝑁next ← empty set ⊲ store nodes to be checked when tree expands

14: for each unmatched vertex𝑢 do
15: add𝑢 as single-node tree to 𝐹 and add𝑢 to 𝑁 ⊲ building alternating trees

16: end for
17: while 𝑁 ≠ ∅ do
18: for each node 𝑣 in 𝑁 do ⊲ every 𝑣 in 𝑁 is an even node actually

19: for each unmatched edge 𝑒 = (𝑣, 𝑤) in𝐺 do
20: if 𝑤 ∉ 𝐹 then ⊲ expand the tree

21: 𝑥 ← the vertex matched with 𝑤 in𝑀
22: add edges (𝑣, 𝑤) and (𝑤,𝑥 ) to the tree of 𝑣 and add 𝑥 to 𝑁next

23: else
24: if 𝑤 is an even node then
25: if root(𝑣) ≠ root(𝑤) then ⊲ find an augmenting path

26: 𝑃 ← path(root(𝑣), ..., 𝑣) + (𝑣, 𝑤) + path(𝑤, ..., root(𝑤))
27: return 𝑃
28: else ⊲ find a blossom

29: 𝐵 ← blossom formed by 𝑒 and edges on the path (𝑣, ..., 𝑤) in tree

30: 𝐺 ′, 𝑀 ′ ← contract𝐺 and𝑀 according to 𝐵

31: 𝑃 ′ ← Find-Augmenting-Path(𝐺 ′ ,𝑀 ′)
32: 𝑃 ← 𝑃 ′ lifted with blossom 𝐵
33: return 𝑃
34: end if
35: end if
36: end if
37: end for
38: end for
39: 𝑁 ← 𝑁next ⊲ nodes are updated after all nodes in 𝑁 have been checked

40: end while
41: return empty path

42: end procedure

In the search procedure, the set𝑁 stores the nodes that need to be

checked in each iteration. Initially, all roots are included in the set.

As the tree expands, the newly introduced even node 𝑥 is inserted

into the set 𝑁next, which will be checked in the next iteration.

Each unmatched edge incident to the nodes in 𝑁 is examined to

determine whether it can expand the tree, construct an augmenting

path, or form a blossom cycle. The blossom algorithm terminates

when no augmenting path can be found.

Figure 4 is an example that illustrates the execution pattern of

the blossom algorithm. Initially, the matching set is empty, and

every vertex in 𝐺0 is unmatched. When the search procedure runs,

it constructs six single-node alternating trees in the forest, where

each root is an even node. Then, it examines all unmatched edges

related to these even nodes. The unmatched edge (0, 1) connects



node 0 and node 1 from two different trees, forming an augmenting

path: (0, 1). Updating the matching by using this path will flip edge

(0, 1) to be matched, resulting 𝑀0 = {(0, 1)}. Following this, the

search procedure runs again on 𝐺0 and only four alternating trees

are built this time (since vertices 0 and 1 are matched). Similarly,

the augmenting path (2, 3) is found and the matching is updated to

𝑀0 = {(0, 1), (2, 3)}, as presented in the first two rows in Figure 4.

Augmenting PathForest 1

update

Forest 2 Augmenting Path

update

Forest 3

find a
blossom

A blossom with 5 nodes

contract

Forest 4
Augmenting Path in 

lift

Augmenting Path in 

update

Next Recursion Depth

Figure 4: The execution pattern of blossom algorithm

Next, the search procedure is applied again to𝐺0, as shown in

the third row of Figure 4. It builds two trees and the tree rooted

at node 4 then expands two branches: one by adding (4, 0) and
(0, 1), and another by adding (4, 3) and (3, 2). Two new even nodes,

1 and 2, are introduced, and an unmatched edge (1, 2) connects
these two nodes within a single tree, indicating that a blossom

is formed. The green circle displays this odd-length alternating

cycle: (4, 0, 1, 2, 3, 4). The procedure then contracts this blossom

cycle in 𝐺0 into a new vertex 6, generating a new graph 𝐺1. All

edges inside the blossom will be deleted and all edges connected to

the blossom cycle will be incident to the new vertex. From now on,

the computation will proceed to the next recursion depth. For this

new graph 𝐺1, a simple augmenting path (5, 6) is found. However,
this augmenting path is only valid for𝐺1. To restore an augmenting

path in 𝐺0, the blossom is lifted upon exiting the recursion and the

augmenting path (5, 6) is unfolded as path (5, 3, 2, 1, 0, 4). Then, the
matching is updated to𝑀0 = {(5, 3), (2, 1), (0, 4)}, which is finally

a maximum matching because no augmenting paths remain.

3 CHALLENGES AND INSIGHTS
3.1 Challenges in Parallel Processing
As data scales exponentially in modern applications, the transition

from sequential to massively parallel processing has become crucial

for solving maximum matching problems. However, the complex

execution patterns of the blossom algorithm pose formidable chal-

lenges to parallelization, making it a highly non-trivial task both in

algorithm and implementation.

Challenge #1: The recursive process of blossom contraction

involves sequential modifications to the graph. The graph and aug-

menting path at the current recursion level rely on the structure

of the blossom from the previous level, resulting in intricate data

dependencies. Using stack-based simulation to replace recursion

cannot resolve such inherent dependencies, which remain a funda-

mental structural issue in parallel computing. All existing parallel

efforts [87, 93] focus on conducting concurrent searches for the aug-

menting path within each recursion level but have not addressed

this critical challenge, thus failing to leverage parallelism effectively.

Challenge #2: Only one augmenting path can be returned

by the search procedure. As a result, the matching size increases by

only one for each search. For a graph with 𝑛 vertices, if all vertices

can be matched, the search must be repeated
𝑛
2
times sequentially

because each path changes the state of the current matching. This

makes it a time-intensive and computationally expensive approach

for finding the maximum matching in large-scale graphs with mil-

lions of vertices.

Challenge #3: Dynamic data structures—graphs and trees—

are continuously being updated and expanded during the execution

of the blossom algorithm. This leads to serious data race problems

when multiple threads attempt to modify the same tree or graph

simultaneously. It also involves irregular memory access patterns,

which degrade parallel performance when tracing paths in trees.

Moreover, constructing and deconstructing these dynamic graphs

and trees introduces additional computational costs.

These three inherent challenges are systematic and persistent in

the blossom algorithm. To develop an efficient and scalable parallel

framework, these issues must be carefully addressed. Although

difficult, opportunities are often hidden within challenges if we

solve the problem with the first principle thinking.

3.2 Blossom Contraction
Insight 1: The essence of blossom contraction is to examine all un-
matched edges associated with each node in the blossom cycle to
determine whether an augmenting path exists.

In the blossom algorithm, if an unmatched edge connects two

even nodes within the same alternating tree, a blossom cycle forms.

The entire cycle in the graph is then contracted into a single new

vertex. During contraction, all unmatched edges incident to nodes

within this cycle are redirected to this new vertex. At the next

recursion level, these unmatched edges are further checked to verify

if they can form an augmenting path. It is worth noting that the

new vertex is also an even node and remains in the same alternating

tree that the blossom nodes belonged to before contraction. The

blossom contraction allows more unmatched edges to be examined,

facilitating the discovery of a valid augmenting path.

In Figure 4, the blossom cycle in𝐺0 has been contracted to a new

vertex 6 in𝐺1. The algorithm then checks the unmatched edge (5, 6)
in 𝐺1 and identifies an augmenting path. However, the unmatched

edge (5, 6) in𝐺1 actually corresponds to the unmatched edge (5, 3)
in𝐺0. In Forest 3, this unmatched edge (5, 3) would not be checked
since node 3 is an odd node. Through blossom contraction, the



unmatched edge (5, 3) has been assigned to the new even node 6

as (5, 6), thereby enabling the detection of a new augmenting path.

3.3 Blossom Lifting
Insight 2: The essence of blossom lifting is to trace a valid path from
the unmatched-edge-connected node to the base, ensuring that the
restored path remains an augmenting path.

In a blossom cycle, the vertex connected to two unmatched in-

cycle edges is called the base, and each blossom has exactly one

base. When an augmenting path is found in the contracted graph,

the recursion returns, and the algorithm lifts the blossom cycle

to reconstruct the path in the original graph. The lifting process

involves selecting a valid alternating path within the blossom cycle,

from the unmatched-edge-connected-node to the base, ensuring

that when this path is appended, the reconstructed path is a valid

augmenting path in the original graph.

Augmenting Path in 

lift

Valid Lifting Invalid Lifting 

base base

Figure 5: The lifting process of blossom

Figure 5 illustrates the lifting process of the blossom cycle from

Figure 4. The base of the blossom cycle is 4 because it is the only

vertex with two unmatched in-cycle edges (4, 0) and (4, 3). In 𝐺1,

the unmatched edge connected to the contracted vertex 6 is (5, 6),
which corresponds to the edge (5, 3) before contraction. The lifting
process then traces a valid path from node 3 to the base 4. Since the

blossom is an odd-length cycle, there are two potential paths from

node 3 to the base: path (3, 2, 1, 0, 4) and path (3, 4). To ensure the

restored path remains an augmenting path, the path (3, 2, 1, 0, 4)
should be selected and appended after edge (5, 3), generating a

valid augmenting path (5, 3, 2, 1, 0, 4). If path (3, 4) is used instead,

the resulting path (5, 3, 4) would not qualify as an augmenting path.

We believe that it is only by understanding the underlying prin-
ciples of contraction and lifting that we can find the most efficient
way to parallelize the blossom algorithm. Unlike existing solu-
tions, this paper aims to develop an efficient and scalable parallel
framework that fundamentally addresses all three challenges.

4 RECURSION-FREE BLOSSOM ALGORITHM
In this section, we propose a sequential recursion-free blossom

algorithm which eliminates the recursive process of contracting

and lifting blossom cycles to first address Challenge #1. Before
presenting our algorithm, we introduce and prove several lemmas

that serve as its theoretical foundation.

4.1 Key Lemmas
Lemma 1. If there exists an augmenting path 𝑃 in graph 𝐺 , then 𝑃

must include an unmatched edge (𝑣,𝑤) connecting two even nodes, 𝑣
and𝑤 , from two distinct alternating trees.

Proof. Let 𝑃 = (𝑥, . . . , 𝑣,𝑤, . . . , 𝑦) be an augmenting path in 𝐺 ,

where 𝑥 and𝑦 are unmatched vertices. By definition, an augmenting

path is an alternating path whose start and end vertices are both

unmatched. Therefore, 𝑃 must begin and endwith unmatched edges,

and the number of edges in 𝑃 must be odd. Figure 6 illustrates such

a path 𝑃 . Let (𝑣,𝑤) be an arbitrary unmatched edge within 𝑃 .

path path

Figure 6: An augmenting path 𝑷 in graph 𝑮

Each time the blossom algorithm constructs the forest, every

unmatched vertex in𝐺 is treated as the root of a separate alternating

tree. Therefore, the start vertex 𝑥 and the end vertex 𝑦 must belong

to two distinct trees. The augmenting path 𝑃 consists of three

parts: the prefix (𝑥, . . . , 𝑣), the unmatched edge (𝑣,𝑤), and the suffix

(𝑤, . . . , 𝑦). The subpath (𝑥, . . . , 𝑣) is an alternating path that begins

with an unmatched edge and ends with a matched edge, having

even length. Therefore, the vertex 𝑣 must be an even node in the

alternating tree of 𝑥 . Similarly, the reverse of (𝑤, . . . , 𝑦) is also such
an alternating path with even length, and the vertex𝑤 must be an

even node in the alternating tree of 𝑦. Thus, Lemma 1 is proved.

□

Lemma 2. When a blossom is formed in an alternating tree, all odd
nodes within the blossom cycle may be treated as even nodes.

Proof. Let𝑇𝑥 be an alternating tree rooted at 𝑥 and suppose that

an arbitrary unmatched edge (𝑣,𝑤) connects two even nodes 𝑣 and

𝑤 in 𝑇𝑥 . An odd-length blossom cycle is thus formed. Let 𝑏 denote

the base of the blossom, and let the odd nodes along the branch

from 𝑏 to 𝑣 be labeled as 𝑘1, 𝑘2, . . . , 𝑘𝑛 and the odd nodes along

the branch from 𝑏 to𝑤 be labeled as 𝑙1, 𝑙2, . . . , 𝑙𝑚 , as illustrated in

Figure 7. Before the edge (𝑣,𝑤) is found, they are odd nodes because
the alternating path from 𝑥 to each of them is of odd length.

Even Node Odd Node

Figure 7: A blossom formed in a single alternating tree 𝑻𝒙

Consider a node 𝑘𝑖 . After the blossom is formed, the path from 𝑥

to 𝑘𝑖 can consist of three parts: the subpath (𝑥, . . . , 𝑏, 𝑙1, . . . , 𝑙𝑚,𝑤),
the unmatched edge (𝑤, 𝑣), and the subpath (𝑣, 𝑘𝑛, . . . , 𝑘𝑖 ). Since𝑤
is an even node, (𝑥, . . . , 𝑏, 𝑙1, . . . , 𝑙𝑚,𝑤) is an even-length alternating
path that ends with a matched edge. Appending the unmatched

edge (𝑤, 𝑣) turns it into an odd-length path that ends with the

unmatched edge. The remaining subpath (𝑣, 𝑘𝑛, . . . , 𝑘𝑖 ) is an odd-

length path that begins with a matched edge. Thus, the complete



path (𝑥, . . . , 𝑏, 𝑙1, . . . , 𝑙𝑚,𝑤, 𝑣, 𝑘𝑛, . . . , 𝑘𝑖 ) is an even-length alternat-

ing path, which is valid for building an augmenting path if 𝑘𝑖 is

connected to another even node from a different tree. As a result of

the blossom cycle, the odd node 𝑘𝑖 can be treated as an even node.

Similarly, for an odd node 𝑙 𝑗 , the alternating path from 𝑥 to 𝑙 𝑗 can

be (𝑥, . . . , 𝑏, 𝑘1, . . . , 𝑘𝑛, 𝑣,𝑤, 𝑙𝑚, . . . , 𝑙 𝑗 ), which is also an even-length

path and is valid for generating an augmenting path. Consequently,

𝑙 𝑗 can also be treated as an even node. Thus, Lemma 2 is proved.

□

4.2 Sequential Recursion-Free Algorithm
The two lemmas above reveal that, for a node in the alternating

tree, only the even-length path from the root to the node itself

is crucial for finding the augmenting path. This even-length path

begins at an unmatched vertex (the root) and alternates between

unmatched edges and matched edges. Two such paths connected by

one unmatched edge can generate an augmenting path. Therefore,

all even nodes in the alternating tree should be checked to verify if

there exists an unmatched edge that can form an augmenting path.

Based on these findings, we propose a new sequential recursion-

free blossom algorithm (Algorithm 2) that omits the entire recursive

process of blossom contraction and lifting. When a blossom cycle is

found in an alternating tree, instead of contracting the cycle and

lifting it later, the new algorithm converts all odd nodes within the

cycle to even nodes, stores their even-length paths from the root to

themselves, and adds them to the check set — without modifying

the graph and trees. If an unmatched edge connects one of these

even nodes to another even node from a different tree, the even-

length path will be read and utilized to build the valid augmenting

path. By doing this, the graph no longer requires transformation

and the recursion is completely removed, which resolves the es-

sential data dependencies within the blossom algorithm, thereby

addressing the key obstacle to enable parallel computation.

4.3 Correctness and Complexity
Theorem 1. For any graph, the sequential recursion-free blossom
algorithm correctly finds a maximum matching.

Proof. When the search procedure in the sequential recursion-

free algorithm executes, each unmatched vertex is initially regarded

as the root of an alternating tree, designated as an even node, and

inserted into a check set. The search procedure then examines

all unmatched edges incident to nodes in the check set for three

independent cases: forming an augmenting path, expanding the

alternating tree, or creating a blossom cycle.

When the tree expands, all newly introduced even nodes are

added to the check set. By Lemma 2, if a blossom forms, all odd

nodes within the blossom cycle are converted to even nodes and

inserted into the check set. Thus, the check set includes all vertices

that have an even-length alternating path to an unmatched vertex

and examines all unmatched edges incident to them.

By Lemma 1, an augmenting path must be formed by an un-

matched edge that connects two even nodes from different alter-

nating trees. If no such unmatched edge is found among all even

nodes, then no augmenting path exists in the graph, indicating

that the current matching is already a maximum matching. Hence,

Algorithm 2 The Sequential Recursion-Free Blossom Algorithm

Input: A graph𝐺
Output: A maximum matching𝑀
1: 𝑀 ← empty set

2: while True do ⊲ continue searching for augmenting paths until none remain

3: 𝑃 ← Recursion-Free-Find-Augmenting-Path(𝐺 ,𝑀 )

4: if 𝑃 is empty then
5: break ⊲ no augmenting path found, so the matching is maximum

6: else
7: update𝑀 with the augmenting path 𝑃 ⊲ update the matching

8: end if
9: end while
10:

11: procedure Recursion-Free-Find-Augmenting-Path(𝐺 ,𝑀 ) ⊲ the search procedure

12: 𝐹 ← empty forest

13: 𝑁 ← empty set, 𝑁next ← empty set

14: for each unmatched vertex𝑢 do
15: add𝑢 as single-node tree to 𝐹 and add𝑢 to 𝑁
16: end for
17: while 𝑁 ≠ ∅ do
18: for each node 𝑣 in 𝑁 do
19: for each unmatched edge 𝑒 = (𝑣, 𝑤) in𝐺 do
20: if 𝑤 is an even node ∧ root(𝑣) ≠ root(𝑤) then ⊲ find an augmenting path

21: 𝑃1 ← Even-Path(𝑣, tree_𝑣, path_table)
22: 𝑃2 ← Even-Path(𝑤, tree_𝑤, path_table)

23: 𝑃 ← 𝑃1 + (𝑣, 𝑤) + the reverse of 𝑃2
24: return 𝑃
25: end if
26: if 𝑤 ∉ 𝐹 then ⊲ expand the tree

27: 𝑥 ← the vertex matched with 𝑤 in𝑀
28: add edges (𝑣, 𝑤) and (𝑤,𝑥 ) to tree_𝑣 and add 𝑥 to 𝑁next

29: end if
30: if 𝑤 is an even node ∧ root(𝑣) = root(𝑤) then ⊲ find a blossom

31: 𝐵 ← blossom formed by 𝑒 and edges on the path (𝑣, ..., 𝑤) in tree_𝑣
32: for each node 𝑖 in 𝐵 do
33: if 𝑖 is an odd node then
34: path_table[𝑖 ] ← the even-length path from root(𝑣) to 𝑖
35: set 𝑖 as an even node and add 𝑖 to 𝑁next

36: end if
37: end for
38: end if
39: end for
40: end for
41: 𝑁 ← 𝑁next

42: end while
43: return empty path

44: end procedure
45:

46: procedure Even-Path(𝑖 , tree_𝑖 , path_table)
47: if path_table[𝑖 ] is empty then ⊲ check if a valid path can be found in path table

48: return path(root(𝑖 ), ..., 𝑖 ) in tree_𝑖
49: else
50: return path_table[𝑖 ]
51: end if
52: end procedure

the sequential recursion-free blossom algorithm correctly finds a

maximum matching.

□

Theorem 2. The time complexity of the sequential recursion-free
blossom algorithm is 𝑂 (𝑉 2𝐸), where 𝑉 is the number of vertices and
𝐸 is the number of edges.

Proof. Since the size of the maximum matching is at most
𝑉
2
,

the search procedure will be called at most 𝑂 (𝑉 ) times. In each

invocation, the main while loop iterates over all unmatched edges

incident to even nodes, with at most 𝑂 (𝐸) edges to examine. For

each unmatched edge, there are three possible cases: if an augment-

ing path is found, tracing the path in the tree costs𝑂 (𝑉 ) time; if the

tree expands, adding two new edges requires constant time𝑂 (1); if a
blossom cycle is formed, converting all odd nodeswithin the cycle to

even nodes and recording their even-length paths takes 𝑂 (𝑉 ) time.

Thus, the time complexity of the sequential recursion-free blossom

algorithm is: 𝑂 (𝑉 ) ×𝑂 (𝐸) × (𝑂 (𝑉 ) +𝑂 (1) +𝑂 (𝑉 )) = 𝑂 (𝑉 2𝐸).
□



While the time complexity remains unchanged, this sequential

recursion-free algorithm fundamentally resolves the inherent data

dependencies caused by sequential modifications of the graph. Fur-

thermore, it transforms the task of finding an augmenting path in

dynamic graphs into computation over a static graph, providing

significant benefits for parallel computing.

5 PARALLEL FRAMEWORK: X-BLOSSOM
Building on the sequential recursion-free algorithm proposed above,

we develop a parallel recursion-free blossom algorithm that is both

efficient and scalable to tackleChallenge #2. In addition, we discard
the use of alternating trees in the implementation to overcome

Challenge #3, as detailed in the final subsection.

5.1 Efficient Parallel Strategy
Challenge #2 arises from the inefficient search for augmenting paths

in the basic blossom algorithm. Each time the search procedure

runs, it returns at most one augmenting path, which means that

the size of matching can increase by only one. For large graphs

with millions of vertices, the procedure may need to be called

sequentially millions of times. If this structural issue is not properly

addressed, merely parallelizing the edge-checking stage will fail to

achieve satisfactory performance.

To resolve this difficulty, we propose a new parallel strategy that

concurrently identifies and returns multiple disjoint augmenting

paths in a single procedure call. During the update process, un-

matched edges in an augmenting path are flipped to matched, and

all matched edges are flipped to unmatched. Since disjoint paths

do not share any common vertex or edge, they can be processed

simultaneously to increase the matching size while keeping the

matching valid. Augmenting paths constructed from distinct pairs

of trees must be disjoint. Hence, our parallel strategy is to find as

many augmenting paths as possible by checking all unmatched

edges of even nodes in the forest in parallel, which dramatically

accelerates the process of finding the maximum matching.

Two Disjoint Augmenting PathsForest   

update

Figure 8: Find multiple disjoint augmenting paths in parallel

Figure 8 shows the same graph 𝐺0 and matching𝑀0 as the first

row in Figure 4. Initially, the matching is empty, so the forest builds

six single-node trees rooted at unmatched vertices. All unmatched

edges incident to these even nodes can be checked in parallel, and

two disjoint paths are thus identified simultaneously: path (0, 1)
and path (2, 3). By using these two paths to increase the matching,

the size of𝑀0 grows directly by 2. To obtain the same matching, in

Figure 4, the search procedure in the basic blossom algorithm must

be called twice, and the forest and trees are rebuilt each time. Here,

these two paths are found in parallel and the forest is built only

once, which significantly improves the computational efficiency.

5.2 Parallel Recursion-Free Algorithm
Incorporating the strategy of computing disjoint augmenting paths

in parallel with the sequential recursion-free algorithm, we propose

a new parallel recursion-free blossom algorithm, as presented in

Algorithm 3. In the sequential algorithm, each unmatched edge

related to even nodes in alternating trees is processed individually

through three stages: finding an augmenting path, expanding the

tree, and detecting a blossom cycle. Since these three stages are

distinct and independent, we can reformulate the iteration loops.

For even nodes in the current check set, all unmatched edges inci-

dent to them are first examined in parallel to find multiple disjoint

augmenting paths. If any valid paths are found, the function returns

immediately. Next, these edges are checked concurrently for the

second case, and all newly introduced even nodes are inserted into

the new check set. Finally, they are verified in parallel to deter-

mine if they can form blossom cycles, which involves converting

other odd nodes to even nodes, storing their even-length paths, and

adding them to the new check set as well.

Algorithm 3 The Parallel Recursion-Free Blossom Algorithm

Input: A graph𝐺
Output: A maximum matching𝑀
1: 𝑀 ← empty set

2: while True do ⊲ continue searching for augmenting paths until none remain

3: 𝑃
total
← Parallel-Recursion-Free-Find-Augmenting-Path(𝐺 ,𝑀 )

4: if 𝑃
total

is empty then
5: break ⊲ no augmenting path found, so the matching is maximum

6: else
7: update𝑀 with all augmenting paths in 𝑃

total
⊲ update the matching

8: end if
9: end while
10:

11: procedure Parallel-Recursion-Free-Find-Augmenting-Path(𝐺 ,𝑀 ) ⊲ the search procedure

12: 𝐹 ← empty forest

13: 𝑁 ← empty set, 𝑁next ← empty set

14: 𝑃
total
← empty set ⊲ A collection to store valid augmenting paths

15: parallel for each unmatched vertex𝑢 do
16: add𝑢 as single-node tree to 𝐹 and add𝑢 to 𝑁
17: end parallel for
18: while 𝑁 ≠ ∅ do
19: ⊲ find multiple disjoint augmenting paths in parallel

20: parallel for each node 𝑣 in 𝑁 and each unmatched edge 𝑒 = (𝑣, 𝑤) in𝐺 do
21: if 𝑤 is an even node ∧ root(𝑣) ≠ root(𝑤) then
22: 𝑃 ← Parallel-Disjoint-Augmenting-Path(𝑣, 𝑤, tree_𝑣, tree_𝑤, path_table)

23: add 𝑃 to 𝑃
total

24: end if
25: end parallel for
26: if 𝑃

total
≠ ∅ then

27: return 𝑃
total

28: end if
29:

30: ⊲ expand multiple trees in parallel and add new even nodes to 𝑁next

31: parallel for each node 𝑣 in 𝑁 and each unmatched edge 𝑒 = (𝑣, 𝑤) in𝐺 do
32: if 𝑤 ∉ 𝐹 then
33: Parallel-Expand-Tree(𝑣, 𝑤, tree_𝑣, path_table,𝑀 , 𝑁next)

34: end if
35: end parallel for
36:

37: ⊲ find blossom cycles in parallel and add new even nodes to 𝑁next

38: parallel for each node 𝑣 in 𝑁 and each unmatched edge 𝑒 = (𝑣, 𝑤) in𝐺 do
39: if 𝑤 is an even node ∧ root(𝑣) = root(𝑤) then
40: Parallel-Find-Blossom(𝑣, 𝑤, tree_𝑣, path_table, 𝑁next)

41: end if
42: end parallel for
43: 𝑁 ← 𝑁next

44: end while
45: return empty

46: end procedure

The advantages of this parallel recursion-free blossom algorithm

are evident from its significant reduction in computational over-

head. By finding multiple disjoint augmenting paths in parallel,

it not only expedites the process of examining unmatched edges



but, more importantly, leads to a substantial increase in matching

size. Moreover, since the algorithm eliminates recursion and avoids

repeatedly rebuilding the forest and trees, it remarkably lowers

both memory requirements and computation costs. Additionally,

the parallel processing pattern for checking all unmatched edges si-

multaneously enables massive computations and delivers dramatic

performance improvements for data-intensive applications with

large-scale graphs. Therefore, this efficient and scalable parallel

solution is the core of our parallel computation framework.

5.3 Lock-Free Synchronization
The parallel processing of all unmatched edges on even nodes

inevitably introduces the data race problem, where multiple threads

may concurrently access the same tree to expand branches, write

even-length paths to the same location in the path table, or construct

overlapping augmenting paths. This makes designing an effective

synchronization mechanism crucial for all three checking stages.

Theorem 3. An alternating tree in the forest can only be used to
construct at most one augmenting path.

Two augmenting paths: path                   and path             

Figure 9: Two augmenting paths: one constructed between
𝑻𝒙 and 𝑻𝒚 , and the other between 𝑻𝒙 and 𝑻𝒛

Proof. Let𝑇𝑥 ,𝑇𝑦 , and𝑇𝑧 denote three distinct alternating trees

rooted at 𝑥 , 𝑦, and 𝑧, respectively. Assume two augmenting paths

are formed using tree 𝑇𝑥 : one between 𝑇𝑥 and 𝑇𝑦 , and the other

between𝑇𝑥 and𝑇𝑧 , as shown in Figure 9. Both paths must share the

same endpoint 𝑥 since they are constructed from the same tree 𝑇𝑥 .

Let the merging vertex of these two paths be denoted as 𝑝 . If these

two augmenting paths are used together to update thematching, the

two unmatched edges (𝑝, 𝑞1) and (𝑝, 𝑞2) will be flipped to matched

edges, which implies that 𝑝 is matched with both 𝑞1 and 𝑞2, leading

to an invalid matching. This contradiction completes the proof.

□

According to Theorem 3, when the parallel recursion-free algo-

rithm runs, each alternating tree can only be paired with other trees

once. All threads should identify as many distinct pairs as possible

to maximize the number of valid paths returned. Each tree can

maintain its own atomic attribute to facilitate this process. When

an unmatched edge connects two even nodes from different trees,

a thread will attempt to use atomic Compare-And-Swap (CAS) op-

erations to modify the attributes of these two trees and gain access

to them. If either tree has already been accessed by another thread,

the thread will revert any changes it made to the attributes, thereby

ensuring all paths are disjoint and preserving the correctness. The

procedure of finding paths in parallel is detailed in Algorithm 4.

The synchronization method above is lock-free and efficient. If

one thread gains access to the first tree 𝑣 , but the second tree𝑤 is

being accessed by another thread (meaning that tree𝑤 is currently

being used to establish another augmenting path), then the atomic

Algorithm 4 Compute Multiple Augmenting Paths in Parallel

1: select_tree[]← array of atomic elements initialized to 0 ⊲ store atomic attributes for trees

2: procedure Parallel-Disjoint-Augmenting-Path(𝑣, 𝑤, tree_𝑣, tree_𝑤, path_table)

3: ⊲ atomicCAS returns the value that exists prior to the swap

4: if atomicCAS(select_tree[tree_𝑣], 0, 1) = 0 then
5: if atomicCAS(select_tree[tree_𝑤], 0, 1) = 0 then
6: 𝑃1 ← Even-Path(𝑣, tree_𝑣, path_table)
7: 𝑃2 ← Even-Path(𝑤, tree_𝑤, path_table)

8: 𝑃 ← 𝑃1 + (𝑣, 𝑤) + the reverse of 𝑃2
9: return 𝑃
10: else
11: atomicCAS(select_tree[tree_𝑣], 1, 0)
12: end if
13: end if
14: return empty path

15: end procedure

attribute of tree 𝑣 will be restored to its original value. This ensures

that if other threads later require tree 𝑣 to build an augmenting path,

it remains accessible. No thread needs to wait for others, although

very few paths may be missed due to access contention. Since the

search procedure is called repeatedly until no augmenting path

exists, any missed path will certainly be discovered in subsequent

searches. By doing so, this lock-free approach maximizes the num-

ber of disjoint paths without blocking any thread, resulting in more

efficient parallel processing and improved scalability.

Data races also occur when expanding trees in parallel. If there

are two nodes 𝑣1 and 𝑣2 from different trees that satisfy the con-

dition to expand the same matched edge (𝑤, 𝑥), only one of them

can add it. In the parallel algorithm, we can still use a lock-free

method to resolve this conflict, as depicted in the first procedure in

Algorithm 5. It does not matter which tree expands the edges, as

long as the edges are added to the forest. The purpose of expanding

is to introduce a new even node 𝑥 for later checking. Placing 𝑥

in different trees only generates different even-length paths. All

even-length paths are functionally equivalent for building an aug-

menting path, because no matter the length of the augmenting path,

it can only increase the matching size by one.

Algorithm 5 Expanding Trees and Finding Blossoms in Parallel

1: select_edge[]← array of atomic elements initialized to 0 ⊲ attributes for matched edges

2: procedure Parallel-Expand-Tree(𝑣, 𝑤, tree_𝑣, path_table,𝑀 , 𝑁next)

3: 𝑥 ← the vertex matched with 𝑤 in𝑀
4: 𝑖 ← Min(𝑤, 𝑥 ) ⊲ the matched edge (𝑣, 𝑤) can be indexed by one number

5: if atomicCAS(select_edge[𝑖], 0, 1) = 0 then
6: add edges (𝑣, 𝑤) and (𝑤,𝑥 ) to tree_𝑣 and add 𝑥 to 𝑁next

7: end if
8: end procedure
9:

10: select_odd_node[]← array of atomic elements initialized to 0 ⊲ attributes for odd nodes

11: procedure Parallel-Find-Blossom(𝑣, 𝑤, tree_𝑣, path_table, 𝑁next)

12: 𝐵 ← blossom formed by (𝑣, 𝑤) and edges on the path (𝑣, ..., 𝑤) in tree_𝑣
13: for each node 𝑘 in 𝐵 do
14: if 𝑘 is an odd node ∧ atomicCAS(select_odd_node[𝑘], 0, 1) = 0 then
15: path_table[𝑘 ] ← the even-length path from root(𝑣) to 𝑘
16: set 𝑘 as an even node and add 𝑘 to 𝑁next

17: end if
18: end for
19: end procedure

In the third stage, when checking all unmatched edges in parallel

to find blossoms, an odd node 𝑘 may be contained in different blos-

soms. In this case, the node 𝑘 should be treated as a new even node,

and it may have multiple valid even-length paths corresponding to

different blossom structures. Only one even-length path needs to be

stored in the path table, as all such paths are equivalent for finding

an augmenting path. Therefore, we also design a lock-free parallel

approach as presented in the second procedure in Algorithm 5.



The work complexity of the parallel recursion-free algorithm

is 𝑂 (𝑉 2𝐸), which is equivalent to that of the sequential recursion-

free version because it does not involve additional operations with

higher time complexity. Assuming the number of processors is 𝑝 and

the cost of an atomic CAS operation is 𝑐 , the atomic operation cost

when finding augmenting paths is 𝑉 × 𝑐 , the cost when expanding

trees is 𝐸 ×𝑐 , and the cost when finding blossoms is𝑉 ×𝑐 . Thus, the
parallel time complexity on 𝑝 processors is 𝑂 (𝑉 2𝐸

𝑝 + (2𝑉 + 𝐸) × 𝑐).

5.4 Discarding Alternating Tree
Challenge #3 highlights that when the blossom algorithm runs, the

dynamic data structures, graphs and trees, are frequently modi-

fied. By removing the contraction and lifting processes, we have

eliminated dynamic modifications to the graph, transforming the

problem into one over a static graph. However, alternating trees are

still continuously being accessed and expanded during computation.

Building an augmenting path requires tracing the path from the root

to the even node using breadth-first search, which introduces signif-

icant overheads, particularly for large trees. Furthermore, building

and deconstructing these trees incurs extra system costs and results

in irregular memory access. Hence, overcoming this challenge is

also essential for implementing a practical parallel framework.

Inspired by the path table used to record even-length paths for

odd nodes within the blossom, we develop an efficient implementa-

tion method that removes the necessity of constructing alternating

trees. Only even-length alternating paths that start from the un-

matched vertex are valid and useful for finding augmenting paths.

Hence, instead of building alternating trees, our path table can

record the valid even-length alternating path for every even node

in the forest, regardless of whether it belongs to a blossom or not.

To make it more memory-efficient, for each newly expanded even

node, the path table only needs to record the path from its preceding

even node to itself. And for each odd node within a blossom, the

path table records the even-length path from the base to itself. By

doing this, we can easily trace the even-length alternating path for

any even node by simply looking up the path table, eliminating the

need to establish trees and reducing the tracing cost of constructing

an augmenting path.
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Figure 10: Only use path table to trace path

Figure 10 illustrates the same example as shown in the third

row of Figure 4. In the basic blossom algorithm, two alternating

trees rooted at the unmatched vertices 4 and 5 are constructed.

Both 4 and 5 are even nodes without any preceding even node, so

their paths do not need to be recorded. Next, the tree rooted at

node 4 expands two branches, generating two new even nodes 1

and 2. The path from 4 to 1 is (4, 0, 1), and the path from 4 to 2

is (4, 3, 2). Therefore, these two paths are stored in the path table,

indicating the even-length paths from the preceding even node to

the current even node. Subsequently, the unmatched edge (1, 2) is
found, forming a blossom cycle. As a result, two odd nodes 0 and 3

are regarded as even nodes. Their even-length paths starting from

the base are (4, 3, 2, 1, 0) and (4, 0, 1, 2, 3). Since node 3 becomes an

even node and the unmatched edge (3, 5) connects two even nodes

from different trees, an augmenting path is identified. The path

for node 5 in the table is empty, indicating that it is a root. The

path for node 3 in the table is (4, 0, 1, 2, 3), and node 4 is also a root.

Appending the edge (3, 5) to the path (4, 0, 1, 2, 3) generates the
augmenting path (4, 0, 1, 2, 3, 5).

6 PERFORMANCE EVALUATION
6.1 Evaluation Platform Settings
6.1.1 Baselines. We have deployed the blossom algorithm from

the widely recognized open-source C++ Boost Graph Library [17]

as a sequential baseline. Additionally, we have utilized the imple-

mentation provided by the LEMON library [28], a well-known

high-performance C++ library with highly tuned optimizations spe-

cialized for the blossom algorithm, as another strong and credible

sequential baseline. To fairly compare the parallel performance,

we have also deployed the most recently published parallel blos-

som implementation called Par-EB [87]. We have implemented our

X-Blossom framework on multi-core platforms and evaluated the

performance of all these implementations across various datasets.

6.1.2 Experimental Environment. All implementations are evalu-

ated on a server with dual AMD EPYC 7643 processors (96 cores in

total) and 256 GB of RAM. The latest versions of the Boost Graph

Library (1.87.0) and the LEMON library (1.3.1) are used. All code is

compiled using 𝑂3 optimizations, and the gcc version is 9.4.0.

6.1.3 Datasets. We have evaluated all implementations using both

real-world datasets and synthetic datasets. A diverse collection

of real-world graph datasets from the SNAP database [61] have

been summarized in Table 1, which includes four main categories:

social graphs (Twitter, Google, Twitch, YouTube, LiveJournal), eco-

nomic networks (Amazon, CryptoTrans), communication graphs

(HiggsNet, Wikipedia, StackOverflow), and reference networks (Hy-

perlink, Patent). These datasets span various domains and exhibit a

wide range of vertex and edge sizes, providing a comprehensive and

representative evaluation of performance under different scenarios.

Table 1: Statistics of real-world graphs
Graph |𝑉 | |𝐸 | Description
Twitter [62] 81,306 1,342,296 Social network of Twitter users

Google [62] 107,614 12,238,285 Social network of Google users

Twitch [83] 168,114 6,797,557 Social network of Twitch gamers

Amazon [58] 334,863 925,872 Product co-purchasing network on Amazon

HiggsNet [26] 456,626 12,508,413 Communications graph of the Higgs boson

CryptoTrans [88] 781,896 2,674,043 Transactions network of six cryptocurrencies

YouTube [111] 1,134,890 2,987,624 Social network of YouTube users

Hyperlink [55] 1,791,489 25,444,207 Web graph of hyperlinks

Wikipedia [59] 2,394,385 4,659,565 Communications graph on Wikipedia

StackOverflow [61] 2,601,977 28,183,518 Communications graph on Stack Overflow

Patent [60] 3,774,768 16,518,947 Citation graph of U.S. patents

LiveJournal [61] 4,847,571 42,851,237 Social network of LiveJournal users
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